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But if someone were to say “So logic too is an empirical science” he
would be wrong. Yet this is right: the same proposition may get
treated at one time as something to test by experience, at another as
arule of testing.

Ludwig Wittgenstein, On Certainty, § 98

Questions about philosophical methodology have come into explicit focus
in recent years. In this context, the rise of experimental philosophy (“x-phi”)
has occasioned an ongoing discussion about the scope and place of x-phi as
one philosophical approach among others. Assessing experimental philoso-
phy now, in its late teenage years, the time has come to consider whether
some of its early arguments, debates, and conceptual frameworks, which may
have worn well in its early days, fit with the diverse range of projects under-
taken by experimental philosophers. We seek here to take some metaphi-
losophical measurements on both a larger and smaller scale. From a zoomed-
out vantage point, we discard a metaphilosophical accusation that is both
completely outgrown and thoroughly out of style, which we call metaphi-
losophical majoritarianism; and we tailor and amend a conceptual tool that
goes back to x-phi’s infancy, the distinction between the positive and negative
program. Our more fine-grained focus will be on how these issues play out at
what one might have taken to be the furthest edges of possible applications of
x-phi — namely, to metaphysics and formal philosophy.

1. EXPERIMENTAL PHILOSOPHY, A COMING-OF-AGE STORY

It seems to us that there is not much of a useful debate to be had anymore
as to whether x-phi counts legitimately as philosophy, or as to whether it fre-
quently (though perhaps not always) meets the standards of proper work in
the social sciences. Still up for debate, however, is what role (or roles) that x-phi
might play in philosophical work. Going forward, should x-phi be restricted
to merely showing the error of our intuitive ways, or just uncover psychological
facts that are of intrinsic philosophical interest? Might x-phi help service the
intuitive beginnings of rich, philosophical arguments?

Practitioners of x-phi have often had to protest against a rather narrow
and blinkered misconception of what x-phi is and how it is meant to be
brought to bear on philosophical questions. As one observer reports (without
approving of it):
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It’s very common to see professional philosophers roll their eyes at the mere mention
of x-phi. There are probably numerous reasons for the eye rolling, but one simple
thought process here goes something like this:

Eye-rolling response to x-phi: The idea that we can determine the answers to substan-
tive philosophical questions by asking ordinary folk what they think is just ludicrous.
It’s analogous to claiming that we can answer open questions in physics or mathemat-
ics by polling ordinary folk. Who cares what the folk think? (Balaguer 2016: 2368)

This view sees x-phi as subjecting philosophical theses to a kind of opinion
polling, according to a rather brute inference ad populum. When one adopts
this view of x-phi, it is relatively easy to dismiss its philosophical relevance.
Other critiques of x-phi have offered a disguised version of this objection by
suggesting that the methods and experimental designs used in x-phi studies
are naive and unsophisticated (cf. Cullen 2010, Horvath 2010, Woolfolk 2013).
When a critic talks about x-phi in terms of a “poll,” it often means that they
are going to be dismissive of it.! Let us call the view that x-phi amounts to
opinion polling ad populum “metaphilosophical majoritarianism” (MM for
short).

While it should be clear from reading a handful of contributions to the lit-
erature that MM is a gross mischaracterization of what experimental philoso-
phers are up to, nonetheless, there really is a legitimate question of just how
to get from psychological data — that is, x-phi results in general — to the kinds
of substantial first-order philosophical results about matters like the nature
of truth, knowledge, or justice.2 There is, in general, an apparent inferential
gulf between the substantive philosophical debates and the empirical results
put forward as relevant to them. On one side of that gulf, analytically trained
philosophers make arguments about compatibilism or incompatibilism (see,
e.g., McKenna, Pereboom 2014), the priority of knowledge over belief (e.g.,
Williamson 2000), or the proper solution to the Liar Paradox (e.g., Jago

1 However, Frank Jackson (1998), in a bit of discussion of x-phi avant la lettre, explicitly
advocates opinion polls as part of the Canberra Program! He writes: “I am sometimes
asked ... why, if conceptual analysis is concerned to elucidate what governs our classifica-
tory practice, don’t I advocate doing serious opinion polls on people’s responses to various
cases? My answer is that I do — when it is necessary” (Jackson 1998: 36-37). Though, un-
fortunately, he also claims that a professor asking students in class is an adequate method-
ology. And he says that “often we know that our own case is typical and so can generalize
from it to others” (Jackson 1998: 37). To summarize Jackson’s position: if our own case is
typical, then we need not query ordinary people about their own intuitions. If we do query
others, our students are enough.

2 Here are some examples of good experimental work being done by some local phi-
losophers who show how x-phi is not just a matter of polling non-philosophers: Zuradzki,
Wiéniowska 2020 and Paprzycka-Hausman 2015.



8o ROBERT BARNARD, JOSEPH ULATOWSKI, JONATHAN M. WEINBERG

2018). On the other side, we have information about how different stimuli or
experimental circumstances elicit different patterns of responses from groups
of participants (e.g., Nadelhoffer et al. 2004, Rose 2015, Barnard, Ulatowski,
Weinberg 2017). How on earth — or even off earth — are we to get from one
side to the other? MM assumes that x-phi practitioners mean to bridge that
distance by simply denying that there ever was a gulf in the first place.3 While
that obviously will not work as a general solution, it usefully raises the ques-
tion: just how can we build a bridge from empirical facts to philosophical
truths? What strategies are available here to make x-phi relevant to tradi-
tional philosophical questions?

Philosophers familiar with the traditional distinction between the “negative
program” and “positive program” of x-phi may wonder whether that distinc-
tion already encapsulates the approaches to those questions. To begin, let us
introduce the positive/negative program distinction with a widely accepted
description of it:

Some experimental philosophers [in the positive program] are quite philosophically
conservative: they see their work as aiding in the traditional philosophical project of
conceptual analysis. Others [in the negative program] see their work as primarily dis-
ruptive: they argue that empirical research into the nature and sources of our intui-
tions reveals that they are ill suited to serve as the foundation for philosophical theo-
rizing. (Plakias 2015: 6)

Our proposed taxonomy will crosscut this distinction and will ultimately sup-
plement it in two ways. First, the negative/positive distinction can be mis-
taken for a partition between work that is meant only to undermine the evi-
dential status of intuitions and work that is meant only to provide support for
a philosophical thesis. As we shall see, there is no such partition: work aimed
at either goal can simultaneously succeed at both. Second, the negative/positive
distinction considered just by itself lumps together too many interestingly
different forms of “being positive,” thus obscuring the variety of ways in which
x-phi work can have first-order philosophical consequences — and it is the
paths to those consequences that we are looking here to taxonomize.4
Whereas the negative/positive distinction taxonomizes different goals of
researchers, our proposal taxonomizes different paths of philosophical sig-
nificance. Even philosophers who are dubious about x-phi’s philosophical

3 We should also point out that there are plenty of critics or sceptics of x-phi who do
not follow the MM here. Even x-phi’lers themselves have raised constructive criticisms against
x-phi (Horne, Livengood 2017, Rini 2015).

4 Our work can be seen as an extension of, and complementary to, earlier work by Joshua
Alexander and Jonathan M. Weinberg (2006) and Thomas Nadelhoffer and Eddy Nahmias
(2007), who offer a preliminary further subdivision within the “positive” side of the distinction.
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relevance generally agree that x-phi, especially in conjunction with the social
and cognitive sciences more broadly, can uncover psychological facts about
human behavior and cognition. On this basis, we propose a partial taxonomy
of metaphilosophical bridges over the gulf between empirical results and
philosophical debates. They are strategies that shepherd us from x-phi results
to at least putative responses to first-order philosophical questions about
knowledge, morality, human nature, truth, and the like. So, the “routes” that
we consider are all ways in which psychological facts can be brought ulti-
mately, and properly, to bear upon philosophical claims. According to such a
picture, even philosophers who employ data collected by others would qualify
as a kind of x-phi. Or, if one prefers, one may consider the broader category
at hand to be empirical philosophy, of which x-phi is a particular, though
noteworthy, sub-category. Since we are taxonomizing paths that convey us
from empirical and psychological work to first-order philosophical implica-
tions, we can treat work done by philosophers and work done by psychologists,
or interdisciplinary research teams, as of a kind. Philosophically relevant em-
pirical work does not necessarily respect disciplinary boundaries, especially
those boundaries that seem to be artefactual or arbitrary. What will be im-
portant for our taxonomy is that most arguments in the literature that appeal
to x-phi results can be usefully situated within it, perhaps along with other
empirically-based arguments.

We propose the following four routes from empirical facts, including x-phi
results, to philosophically relevant consequences:

1. Identifying — The psychological facts are already facts of intrinsic
philosophical interest. The easiest path is the path of zero distance.

2. Tracking — The psychological facts are evidence, albeit prima facie at
best, for some corresponding philosophical facts. The former may be
facts about what people intuit, judge, tend to say, or have implicit in
their decisions, and so on.

3. Pruning — A psychological fact provides at least a partial defeater for a
body of evidence that had been taken to support some philosophical
claim. We gain knowledge by losing ignorance.

4. Sculpting — A psychological fact, once learned by the inquiring phi-
losopher, in turn shapes the psychology of that philosopher’s judg-
ments, intuitions, or inferential inclinations; and thereby influences
which philosophical claims will seem more or less attractive on a given
set of arguments.5

5 For clarity, we capitalize the names of the four routes.
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In the next section, we will explain what we have in mind for each of these
paths and offer a non-exhaustive set of exemplars to help illuminate them. At
several points, where appropriate, we will also situate them with respect to
some relevant pre-x-phi metaphilosophical work.

One last preliminary: in our role here as taxonomists, we do not mean to
be either endorsing or rejecting any of the arguments or inferences as success-
ful or unsuccessful. We are trying to offer a perspicuous manner of sorting
the different x-phi animals into their cages, without offering any evaluations
regarding the residents of the z0o0.6

2. THE FOURFOLD ROUTE AND SOME ILLUSTRATIONS THEREOF

2.1. IDENTIFYING: WHEN THE PSYCHOLOGY ALREADY IS THE PHILOSOPHY

We have just emphasized the general inadequacy of the MM approach to
the philosophical—empirical gulf. Nonetheless, there are at least some ques-
tions of philosophical interest that are themselves questions about human
cognition and behavior. Philosophers are legitimately interested in questions
about, for instance, human nature, or the consequences of believing in hard
determinism, or what causal factors influence what sorts of behaviors.” Psy-
chologists, of course, have an interest in the behaviors that follow from one’s
beliefs. These sorts of projects highlight the overlap between empirically in-
formed philosophy and psychology.8 Think here of the various results for
trolley cases undertaken by philosophers and by psychologists.? The two may

6 While our taxonomy could be correct even if all of the particular instances turn out to
be philosophical failures, we would note that we do take it that at least a large fraction of
such work does indeed succeed in achieving relevance to first-order philosophical debates.
We just want to be clear that in this paper we are not looking to defend any particular piece
of x-phi work.

7 With respect to x-phi and human nature, see Knobe 2016, “Experimental Philosophy
is Cognitive Science”; his very title suggests a full embrace of this zero-distance route. On
the psychological consequences of beliefs about free will, see Vohs and Schooler 2008 and
Nadelhoffer et al. 2020. We discuss causal factors that influence moral behavior below.

8 See Sorrell 2017, Sytsma, Livengood 2019, and Werner 2020. Interestingly, when psy-
chology was itself a new scholarly discipline, the prevalent angst among psychologists was its
worth as a discipline of philosophic value (see, e.g., Stewart 1876). And, to an extent, what we
propose in the Identifying route is a return to some of the modern empirical psychological
work completed by a philosopher — e.g., Alexander Fraser (1891, 1893). For a more thorough
analysis of the late modern x-phi studies, see Gonnerman, Ulatowski, Sytsma forthcoming.

9 See contributions in Lillehammer forthcoming.
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be seen as continuous insofar as empirical investigations are directly relevant
to the philosophical debate.

Eric Schwitzgebel, along with his collaborators, has explored whether
moral reflection positively correlates with moral behavior (for an overview:
Schwitzgebel, Rust 2012). Intuitively, one would think that ethicists just are
better people than those who have not had such training;® however,
Schwitzgebel’s research has shown that relatively obscure, contemporary
ethics books likely borrowed by professors or advanced students are about
50% more likely to be missing from the university library than non-ethics
books (Schwitzgebel 2009). Moreover, he and his colleagues have shown that
ethicists do not behave any more courteously than their non-ethicist col-
leagues at a major philosophy conference (Schwitzgebel et al. 2012).

Not all news emanating from Schwitzgebel’s lab is an indictment of ethicists
behaving badly. In a monumental recent study co-authored with Bradford
Cokelet and Peter Singer, using direct observational data, they found extra-
laboratory behavioral effects of university-level ethics instruction. When stu-
dents were exposed to a philosophy article, a 50-minute discussion section,
and an optional video concerning the ill-effects of eating factory-farmed
meat, students’ purchases of meat of $4.99 or more at campus dining loca-
tions decreased by 7% (Schwitzgebel, Cokelet, Singer forthcoming). X-phi on
the practical efficacy of different sorts of moral interventions appears to be a
growth field, in fact. For example, a recent study by Buckland et al. (forth-
coming) has shown how students’ moral views of global poverty have been
affected by engaging with Singer (1972) and others’ duty argument.

2.2, TRACKING: WHEN THE PSYCHOLOGY IS EVIDENCE
FOR THE PHILOSOPHICAL FACTS

At one step’s remove from the cases where philosophical facts just are or
simply constitute the psychological facts, we have cases where the psycho-
logical facts are nonetheless reasonably direct evidence for corresponding
philosophical facts, if perhaps only ever defeasibly so. Think here of cases
where a folk endorsement of P can be taken as prima facie evidence that P
itself is true. Thus, philosophical theories that predict P gain an at least pro
tanto advantage over theories that do not have such evidential support.

10 This intuition is not universal. As an anonymous reviewer pointed out, one may claim
that logicians are better people because they are more likely to follow rules. We appreciate
the reviewer’s comment and think that most x-phi practitioners would welcome empirical
work testing their hypothesis.
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The most obvious sort of case here is when there is a widely and robustly
held folk intuition that P. While the easiest cases to see this route in action
will generally involve explicit avowals, self-reports, or speech behaviors, in
principle more implicit folk endorsement, revealed to be informing distinc-
tions they draw or decisions they make, could also be fair game.

Here is Kripke endorsing a vague version of this idea:

Some philosophers think that something’s having intuitive content is very inconclusive
evidence. I think it is very heavy evidence in favor of anything, myself. I really don’t
know, in a way, what more conclusive evidence one can have about anything, ulti-
mately speaking. (Kripke 1980: 42)

But he does not offer any sort of proposal as to why such an evidential rela-
tion should obtain between this particular psychological fact (the intuitive-
ness of a content) and a putative philosophical fact (the content itself). And
we doubt that philosophers should look for any one story to tell, as a matter
of fact. We will sketch several here.

One way in which such an evidential relation may hold is when psycho-
logical facts at least in part constrain philosophical facts. Consider domains
in which at least a moderate response dependence applies, such as in much of
aesthetics; it is implausible, for example, that what is or is not funny, or
beautiful, or a horror flick can outstrip what people think and say and feel
about those categories. One should similarly expect theses in the philosophy
of language to be partially bounded, even if not directly determined, by lin-
guistic behavior; or in political philosophy, a theory of justice may be in-
formed, though not dictated, by just how cold-bloodedly self-serving humans
really are. In such cases, finding that people’s assertions or behaviors most
closely comport with P, provide evidence that the correct philosophical the-
ory will be one that is consistent with P.

We might also take ourselves to have reason to think that human speech,
cognition, or action is evidence about corresponding philosophical facts not
because they are metaphysically connected to and constraining those facts
but because we expect the former to be reliably tracking the latter. Such a
view is promoted by J. L. Austin in his famous apologia for ordinary language
philosophy:2

11 See Deutsch 2015 for what kinds of intuitiveness Kripke has in mind.

12 Some experimental philosophers take themselves to be flying under the Austinian flag
— e.g., Fischer 2014, Fischer et al. 2019, Hansen and Chemla 2015, Hansen, Porter, Francis
2019, Buckwalter 2010, and Knobe 2003. Interestingly, Austin did not have a positive
opinion of philosophical projects that employed experimental studies. The closest ally here
is Neess’ empirical semantics. Austin believed that his ordinary language philosophy was
“superior” to Arne Neaess’ empirical semantics. We learn from Geoffrey Warnock that Austin
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our common stock of words embodies all the distinctions men have found worth
drawing, and the connexions they have found worth marking, in the lifetimes of many
generations: these surely are likely to be more numerous, more sound, since they have
stood up to the long test of the survival of the fittest, and more subtle, at least in all ordi-
nary and reasonably practical matters, than any that you or I are likely to think up in our
armchairs of an afternoon — the most favoured alternative method. (Austin 1979: 182)

He goes on a couple of pages later:

[Ordinary linguistic practice] has been derived only from the sources available to ordi-
nary men throughout most of civilized history: it has not been fed from the resources
of the microscope and its successors. . .. Certainly, then, ordinary language is not the
last word: in principle it can everywhere be supplemented and improved upon and su-
perseded. Only remember, it is the first word. (Austin 1979: 185)3

It is too bad, if completely understandable, that he did not consider the pos-
sibility of a more experimentally ambitious set of methods! Even some phi-
losophers who do not wholeheartedly endorse the Austinian program in all its
particulars have nonetheless embraced something like this story as a justifi-
cation for their armchair-bound activities.

“was careful to distinguish the programme he had in mind from the kind of Gallup-poll,
empirical teamwork which Ness believed in, and which Austin regarded as, in principle,
misguided” (1969: 14, n. 2, Urmson, Quine, Hampshire 1969: 80). Austin seems to endorse
the MM metaphilosophical position that we mentioned earlier. For a more updated
Austinian critique of experimental philosophy, see Baz 2018.

13 Austin is of course not the first to reason along these lines. E.g., A. T. Shearman in the
early 20th century wrote that philosophers drawing upon psychology “would give wider
and more enduring satisfaction to the human mind . . . [because] the intuitions of the ma-
jority would be the starting point instead of the intuitions peculiar to isolated thinkers.

. It will be observed that I do not expect finality of philosophical doctrine to be reached
in this way. I think there is no possible finality. I merely submit that the system evolved on
this plan would be likely to produce more good than would be produced by several systems
antagonistic to one another.” (Shearman 1907: 160-161)

14 See the very title of Keith DeRose’s 2005 paper, “The Ordinary Language Basis for
Contextualism, and the New Invariantism,” echoed in the x-phi follow up by Wesley Buckwalter
(2010), “Knowledge Isn’t Closed on Saturday: A Study in Ordinary Language.” The
“Canberra plan” perhaps comes by its embrace of the folk more by way of Lewis than by
Austin, and it is not unreasonable to think that a possible use of x-phi is to provide a natu-
ralistically respectable method for pursuit of that program. For an extended discussion of
this, see Ulatowski 2017: 63-68, Ulatowski ms. Some slightly later philosophers appeal not
so much to common language but common concepts (e.g., Goldman 1979).

We would also suggest that, in addition to such articulated metaphilosophical ap-
peals to common folk intuitions, one can plausibly locate it as implicit in much if not most
analytical philosophy since the middle of last century (as illustrated, e.g., by Black 1950).
See Weinberg 2016a on how generally philosophers have not been explicit regarding the
metaphilosophical grounding for their intuitive evidential practices.
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We can see similar metaphilosophical thinking emerging in other streams
of the analytic tradition. Working around the same time as Austin was Rudolf
Carnap (1955) on his notion of intensionality in natural languages. After pro-
viding a brief summary of an empirical procedure for determining intensions,
Carnap admits that one could derive philosophically interesting facts about
intension by “testing hypotheses concerning intensions” (1955: 40). “Therefore
the rules could be understood and carried out by any scientist (provided he is
not infected by philosophical prejudices)” (Carnap 1955: 40). In a footnote,
Carnap cites the work of Naess who has performed empirical studies in a way
that Carnap believes they should be carried out. He writes:

[Arne Neess’ Interpretation and Preciseness] describes in detail various procedures for
testing hypotheses concerning the synonymity of expressions with the help of ques-
tionnaires, and gives examples of statistical results found with these questionnaires.
The practical difficulties and sources of possible errors are carefully investigated. The
procedures concern the responses of the test persons, not to observed objects as in the
present paper, but to pairs of sentences within specified contexts. Therefore the ques-
tions are formulated in the metalanguage, e.g., “Do the two given sentences in the
given context express the same assertion to you?” Although there may be different
opinions concerning some features of the various procedures, it seems to me that the
book marks an important progress in the methodology of empirical meaning analysis
for natural languages. ... The book, both in its methodological discussions and in its
reports on experiences with the questionnaires, seems to me to provide abundant evi-
dence in support of the intensionalist thesis. (Carnap 1955: 46, n. 6)

In its current manifestation, the Tracking route may be traced to a great deal
of the experimental work completed since 2001. Many classic experimental
philosophy papers can be seen as exemplifying this path — for example, the
experimental works on intentional action (Adams, Steadman 2004a, b,
Cushman 2007, Knobe 2003, 2004, Machery 2008, Nichols, Ulatowski 2007,
Paprzycka-Hausman 2015), on free will and determinism (Nahmias et al.
2006, Nichols, Knobe 2007, Nichols, Roskies 2008), on epistemic intuitions
(Feltz, Zarpentine 2010, May et al. 2010, Sripada, Stanley 2012), or on se-
mantic intuitions (Ness 1938a, b, 1953, Machery et al. 2004).

We hasten to add that this second route is in no way restricted just to in-
ferences from folk cognition to philosophical facts. One may instead look to
make inferences from the behavior or cognition of a cognitively elite subset of
people, to a relevant philosophical truth. There are a range of ways in which a
group might plausibly be elite, in the sense that their psychology on the whole
may better reflect the relevant philosophical reality than the psychology of
humans in general; training (such as a specialist education training in the
topic at hand) or cognitive traits (such as being more reflective and thoughtful)
are good candidates. There are indeed some cases where non-philosophers
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are simply ineligible for the task — there is little point in asking non-
specialists about, say, different physically or functionally reductive accounts
of what a gene is,’5 or about the a priori / a posteriori distinction in those
terms. Outside of such truly and legitimately highfalutin tasks, though, we do
think experimentalists would be better off pursuing parallel researches of
both folk and putative elites, since the jury is still very much out as to just
which kinds of characteristics provide what kind of improvements on which
kind of tasks.1®

2.3. PRUNING: WHEN THE PSYCHOLOGY UNDERMINES
SPECIFIC PHILOSOPHICAL EVIDENCE

Yet a further step can be taken, while maintaining a bridge from x-phi to
first-order philosophy. Here we have cases where experimental findings do not
themselves serve as direct evidence for a philosophical thesis, but as indirect
evidence, by providing an empirical defeater for some piece of countervailing
evidence. When misleading evidence is allowed to persist or even proliferate, it
can obstruct inquiry by reducing our credence in true hypotheses — hypotheses
whose truth might have been more apparent based on other lines of reasoning,
were it not occluded by the misleading evidence. Undermining problematic
pieces of evidence can thus constitute a substantive contribution to ongoing de-
bates and offers the promise of moving debates forward that may otherwise
seem irredeemably stuck (see Sytsma 2010, Sytsma, Livengood 2012).

This route from psychology to philosophy is clearly related to the negative
program, as can be seen in its resonance with the construal of the negative-pro-
gram philosopher as one “who advocates not the root and branch removal of all
intuitions, but just the pruning away of some of the more poisoned philosophical
branches” (Alexander, Weinberg 2006: 71). But what is advocated in that
earlier paper is a fairly sweeping culling that would remove, at a minimum,
all the “peculiar and esoteric intuitions” (Alexander, Weinberg 2006: 71) en

15 See Stotz, Griffiths, Knight 2004 for a fine example.

16 See, e.g., the contrasting pictures that N. Angel Pinillos et al. (2011), Weinberg et al.
(2012), and Mikkel Gerken and James Beebe (2016) paint on the impact of reflection on
philosophical case verdict tasks; and see Kneer et al. (forthcoming) for a more forceful empirical
statement. The literature on training and expertise in philosophy is both increasingly large
yet highly inconclusive, because it has largely been more theoretical than straightforwardly
experimental; see Nado 2014, 2015 and Alexander 2016 for sceptical reviews, with Irikefe
2020 for some pushback. We would also note that it is not just cognitive variation among
people but also across different circumstances, settings, or practices that might yield a
more appropriate basis for philosophical inference; for reasons of space, we do not pursue
those here.
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masse. In this paper, we have in mind a much more targeted and careful
cropping: it is more like sculpting a bonsai tree than defoliating an entire forest.

Another difference between the Pruning route and the negative program
can be seen when we consider what the philosophical upshots of each are
meant to be. Consider a debate between theories A and B that has been bogged
down because (i) general considerations speak in favor of A, but (ii) B does a
much better job handling a particular class of recalcitrant intuitions. Now
suppose that some x-phi studies give us reason to distrust those B-supporting
intuitions in particular — that is, not as part of a more general critique of
intuitions. This targeted specificity of Pruning is what makes it not just a re-
statement of the negative program, which aims instead to undermine arm-
chair intuitional practices more generally.”” Furthermore, the negative pro-
gram tends not to offer positive philosophical upshots — that is why it is the
negative program, after all. But as a consequence of this hypothetical instance
of Pruning, we may place ourselves in a good position to say that the x-phi tilts
the overall body of evidence into A’s favor, even though the psychological re-
sults are not themselves any sort of direct evidence for A. They undermine
the support for B, and thus indirectly give us reason to endorse B’s rival.

A clear precursor of, and inspiration to, the x-phi-based arguments that
would emerge just a couple of years later can be found in Tamara Horowitz’s
paper (1998). She considers intuitions, widely reported, that although in
many situations it would be morally required to save five people at the cost of
not saving one, in otherwise similar situations it is forbidden to kill one in or-
der to save five. Such intuitions are problems for the consequentialist, who
will want to score both such scenarios in similar terms (5 — 1 = 4). She sug-
gests that psychological work on loss aversion may lead us to discount such
intuitions as artifacts of a biased cognitive system (cf. Kahneman, Tversky
1982). Her hypothesis is that when someone needs saving, they count as in
some sense already gone, and so simply not saving them is not a further loss;
it is just an unrealized gain. But to kill someone would mean a loss of a life that
was not already going to be lost, and thus it is a target for loss aversion. The
psychological facts about loss aversion are not themselves any sort of evi-
dence for consequentialism. But they undermine an important piece of evidence
against it, and thus support consequentialism indirectly.’®8 We are not endors-

17 See Nado 2017 on the value of targeted intuitional challenges; see also Weinberg
2016b on “going positive by going negative.”

18 Jonathan Ichikawa (2009) provides an elegant discussion of this and several other
examples of “explaining away.” He also raises interesting questions about the applicability
of classic negative program cognitive diversity findings, but since, as we have emphasized,
the negative program is not our particular concern here, we will not pursue it.
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ing Horowitz’s argument; rather, we are using her work as an example of the
kind of approach that we have in mind. Her argument thus exemplifies our
third route from psychological facts to philosophical results in action.
Another nice illustration comes from recent work by Felipe DeBrigard on
Robert Nozick’s “experience machine” thought-experiment (2010; cf. Weijers
2016). In Nozick’s original argument (1974: ch. 3, 1989: 104), we contemplate
whether we should choose to embed ourselves, permanently, into a virtual
world that was as perfectly pleasurable to experience as we could imagine —
except, it is all just a programmed hallucination, including as part of the hal-
lucination that we utterly forget that it is a computer-generated simulation.
We have experiences of falling in love or triumphing over adversity, but none
of it is truly happening. Nozick suggests, and philosophers have widely
agreed, that we would not choose to enter irrevocably into the experience
machine (cf. Hewitt 2010, Silverstein 2000). Since we would choose a less-
pleasant reality over a more-pleasant hallucination, we seem to be naturally
choosing in a way that implicitly rejects experiential hedonism. DeBrigard,
motivated by the widely confirmed phenomenon of status quo bias, turned
Nozick’s vignette around and asked the following of study participants: if you
learned that you have been in an experience machine all along, would you
choose to be extracted from the (virtual) life as you have known it, and placed
into reality? If people have an inclination to maintain the status quo, then
they would choose to remain in the experience machine since that is the life
they have been a part of all along. DeBrigard’s experimental participants,
confronted with that hypothetical, strongly preferred to stay in their accus-
tomed virtual unreality.’9 This overall pattern — choosing to stay in reality
when starting in reality, but choosing to stay in a simulation when starting
in a simulation — suggests that what drives the intuitions in these cases is
less something deep about hedonism, and more something shallow about
anchoring (status quo bias) and loss aversion (Knetsch 1989, Samuelson,

19 DeBrigard’s experiments included a positive, neutral, and negative scenario. In the
positive scenario, the respondents are told that in real life they are “multimillionaire artists
living in Monaco.” In the negative scenario, respondents are told that in real life they are
incarcerated in a maximum-security prison. In the neutral scenario, respondents are told
they would return to their own real life. Study participants were assigned to one of the sce-
narios and asked whether they would “Remain connected” or “Go back to reality.” In re-
sponse to the negative scenario, a great majority of respondents (87%) chose to remain,
while in both the neutral and positive scenario participants were divided relatively evenly
between going back (Neutral: 54%; Positive: 50%) and remaining (Neutral: 46%; Positive:
50%). DeBrigard believed that these results showed that contact with reality was not nearly
as critical as Nozick’s original thought experiment had suggested.
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Zeckhauser 1988). The philosophical payoff is primarily subtractive, in pro-
posing a defeater for Nozick’s original argument, but no less real for that.2e

We will close this section with one more prominent example of how
Pruning has been a part of experimental work in philosophy and psychology.
Joshua Greene (2008, 2013) has demonstrated the existence of both
apparently consequentialist and deontological ethical intuitions in study par-
ticipants’ evaluations of trolley cases and the like. That result, in itself, would
be unsurprising to philosophers. Greene’s “pruning” style argument is rooted
in his further psychological claim that the putatively “Kantian” elements in
our intuitive moral psychology are not based on reason but on emotion, as
revealed by comparing the brain scans of participants making judgments
about trolley-type cases under more or less emotionally engaged conditions,
and also comparing the scans of those who make the consequentialist choice
and those who refrained from doing so.2t According to Greene, the affective
basis of those intuitions gives us reason to doubt their evidentiary value —
thus, pruning away the recalcitrant anti-consequentialist intuitions and
shifting more evidentiary weight behind consequentialism. We will not
rehearse the details of that part of his argument, which has of course proved
controversial; our purpose is not to endorse the soundness of any of the
arguments that we discuss but only to locate their manner of philosophical
inference in our proposed taxonomy.

2.4. SCULPTING: WHEN THE PSYCHOLOGY CHANGES THE PHILOSOPHER’S MIND

Much of the potential in the Tracking and Pruning routes presuppose that
the intuitive verdicts about philosophical vignettes can contribute some sort
of evidence for philosophical inferences. As we saw, some Tracking projects
are meant to address the question of what the distribution is of various intui-
tions in the population at large, such as the attribution of free will in a deter-
ministic universe. Some Pruning projects aim to offer re-descriptions of the
crucial factors driving our intuitive responses in some cases, such as in
Nozick’s experience machine case, in a way that would shift what conclusions
we might take them to be evidence for. In addition to changing our under-
standing of what intuitions are out there or what causes them, x-phi may also

20 This sort of “progress through undermining” further illustrates the positive element
in Pruning that we take to distinguish it from the negative program. Of course, empirical
defeaters can themselves be undermined, with contrary experimental findings, see, e.g.,
Rowland 2017. Our botanical metaphor probably breaks down at this point, though, since
one cannot restore a pruned limb by “counter-pruning”!

21 See also Kelly 2011, 2018, on the untrustworthiness of disgust-based moral intuitions.
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be able to change what intuitions we end up having in the first place. (Or,
rather, in the second place.)

The idea that our judgments about cases can be non-inferentially changed
goes back at least to Nelson Goodman’s Fact, Fiction, and Forecast (1983),
though arguably there is consideration only of other cases and principles within
a normative domain that apply the pressure for alteration (cf. Ulatowski
2017: § 2.3).22 More recent philosophers have noted that our judgments
about cases may be driven by our background empirical picture of the world,
and hence also be modified as that picture is updated.

For example, Ned Block and Robert Stalnaker point out that even putatively
a priori philosophical judgments about a hypothetical case may be shaped by
the reasoner’s understanding of the available scientific evidence. They write:

we should reflect on what we should (not would but would if rational) say if we were to
find out certain things about the actual world. If we were to find out that the colorless
odorless drinkable (more or less) stuff in rivers and lakes is XYZ, we would conclude that
water is (necessarily) XYZ. If we found that such stuff is not really a liquid, we would have
found out, and we should say, that water is not a liquid. (But isn't it also true that if we
were to learn that the word ‘coumarone’ referred to an extinct flightless bird, we would
conclude that coumarones — as we would put it — are extinct flightless birds?) This seems
to be armchair reasoning, reflection that does not include any obvious reference to real
experiments, so it is tempting to conclude that this reflection just unfolds our concepts in
a totally a priori way. But what this conclusion misses is that our reasoning about the
proper epistemic response in various counterfactual situations is informed not only by
our concepts, but by implicit and explicit theories and general methodological principles
that we have absorbed through our scientific culture — everything that the “we” who are
performing these thought experiments believe. What people should rationally say in re-
sponse to various hypothesized discoveries will vary depending on their experience,
commitments and epistemic priorities. (Block, Stalnaker 1999: 42-43)

Block and Stalnaker’s suggestion is well taken. Even when we are engaged in
what we take to be an a priori argument, we may nonetheless be employing
empirical evidence that has been “absorbed” by us, whether via the culture at
large or by means of a more individualized course of reading or observation.23

22 The process of justification is the delicate one of making mutual adjustments between
rules and accepted inferences, and in the agreement achieved lies the only justification
needed for either. The method of reflective equilibrium, thus, is a matter of bringing into
accord judgments about particular inferences and about general principles of general in-
ference. The accord gained is the only justification possible for the inferential principles
that emerged. John Rawls, interestingly, extended such a method to moral principles and
moral judgments (1971: 20). See Daniels 1979 on wide and narrow reflective equilibrium.

23 See also Williamson 2005: 14: “Very often, the background knowledge needed to
evaluate a counterfactual consists not of specific items of information acquired on specific
occasions but of a more general sense of how things go, honed over long experience.”
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Taking things meta for a moment, we would note that this picture of human
judgment’s recruiting of empirical background knowledge is itself shaped by
learning about scientific psychology. Thus, to the extent that internalizing
that picture in turn implicitly shapes one’s judgments about such matters as the
epistemic scope of philosophical argumentation — say, the attractiveness of a
theory of intuition as a kind of pure rational apperception — we have a fur-
ther illustration of this route from psychological facts to philosophical results.

While Block and Stalnaker emphasize theory and general methodological
experience, specific empirical findings, too, may non-evidentially mold our
philosophical judgments. More than a decade before “Normativity and Epi-
stemic Intuitions” (Weinberg, Nichols, Stich 2001), Stephen Stich (1988) had
floated the hypothetical possibility of different social groups having different
epistemic intuitions and deployed that possibility to try to raise concerns
about the method of reflective equilibrium, since in principle, different start-
ing intuitions should lead to different equilibria. Yet his then-hypothetical ar-
guments evoked only theoretical or equally hypothetical responses from the
literature. The putative cognitive diversity findings of (Weinberg, Nichols,
Stich 2001) and (Machery et al. 2004), however, raised a rather greater
ruckus, even though those studies, as their authors stressed, were small and
very preliminary (cf. Kim, Yuan 2015, Machery et al. 2017). It simply cannot
be that the philosophical community’s priors regarding substantial cognitive
diversity were rationally raised by these findings. Rather than treating the
philosophical community as collectively irrational in this regard, we prefer to
think that those results from x-phi’s infancy evoked a subterranean realignment
of their judgments about how pressing various hitherto-ignorable concerns
might be.

A second example here might be the influence that experimental philoso-
phy has upon what has come to be known as “conceptual engineering.” There
is already quite a bit of work that connects the potential descriptive import of
x-phi data to Carnapian explication (see Koch 2019, Lindauer 2020, Nado
2021, Pinder 2017a, b, Schubach 2017, Shepherd, Justus 2015). However, we
contend that x-phi may have normatively important connections with con-
ceptual engineering — which is, after all, centrally concerned with crafting
new concepts for our use. X-phi may not only provide some descriptive basis
for reshaping our thinking, but in addition it may provide some measurement
and prescriptive guidance for which options to choose on the basis of experi-
mental data. Suppose that we have proposed a new concept of knowledge un-
der consideration, call it K*. We would want to determine the costs and
benefits of our thinking in terms of K*, instead of our current concept K; we
might need a better sense of just how different K* really is from K; how easily
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K* could be promulgated and adopted; whether K*’s adoption would have the
positive effects on inquiry or politics that were desired; and so on. Such
questions about how to shape our concepts may thus require a substantial
contribution from x-phi, perhaps among many relevant descriptive sources,
throughout the successive phases of a conceptual engineering project, roughly:
description, evaluation, improvement, implementation.24

A third example may be drawn from a possible empirical challenge to the
primitivist theory of truth according to which “the concept of truth is funda-
mental: it is explanatorily indispensable concept that cannot be defined,
analyzed, or otherwise explicated in terms of concepts that are still more fun-
damental” (Asay 2021: 525). Perhaps the most effective argument for con-
ceptual primitivism is the omnipresence argument, which depends on the
concept of truth contributing to the structure of every propositional thought.
Asay gives us a clue as to where we might look for a challenge to the omni-
presence argument. In a telling footnote, Asay writes:

my view has empirical implications, in that it’s an empirical matter as to which crea-
tures possess which concepts. It’s not straightforward, however, that omnipresence can
be directly tested by empirical methods. The falsifier would be someone who could as-
sert, believe, and contemplate but didn’t possess TRUTH. But there is no independent
means of identifying who possesses a certain concept in the absence of (philosophical)
views as to what it is to possess that concept. (Asay 2021: 537, n. 8)

There is no doubt that asserting, believing, and contemplating are signs of
advanced cognition. Additionally, understanding the behavior of others in a
wide variety of situations requires an understanding of their psychological
states. So, a critical marker of advanced social cognition would be an under-
standing of false beliefs. Nonverbal false-belief tests using active behavioral
measures have shown that — by differing in their helping behaviors — infants
between 16- and 18-months old demonstrated their ability to attribute differ-
ent goals to an experimenter based on his true versus false beliefs
(Buttelmann, Carpenter, Tomasello 2009). False-belief attribution by human
infants suggests that, while perhaps nonverbal, they display behavior consis-
tent with asserting, believing, or contemplating what others believe or fail to
believe. By Asay’s own lights, then, it is a short step from here to the posses-
sion of TRUTH.

For infants it seems reasonable to suppose that they assert, believe, or
contemplate some propositional content and possess TRUTH, but we may not
be compelled to allow such an inference to go through for non-human ani-
mals, like apes. In a recent study, David Buttelmann, Frances Buttelmann,

24 See Andow 2020 and, especially, Koch 2020 on the principle of “divergence.”
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Malinda Carpenter, Josep Call, and Michael Tomasello (2017) do exactly that.
They show — using the new interactive behavioral infant false-belief test pio-
neered in (Buttelmann, Carpenter, Tomasello 2009) — that apes may have a
basic understanding of others’ false beliefs. The pattern of results was exactly
the same as that found in the study on 16-month-old infants.

While one may enthusiastically support the idea that an infant possesses
TRUTH, one may be more reluctant to ascribe the possession of TRUTH to a
chimpanzee.2s Even philosophers who are willing to accept that philosophy
should be empirically informed may be reluctant to accept such ascriptions
because they would not only have to ascribe TRUTH to apes but might also
have to accept that non-human animals are in possession of it and other
primitive concepts, like IDENTITY, EXISTENCE, KNOWLEDGE, GOODNESS, BELIEF,
ACTION, and CAUSE.26

3. “BUT SURELY NOT...”: X-PHI AND PHILOSOPHICAL LOGIC

Although we hope that the preceding sections have made clear that x-phi
may be fruitfully understood as contributing resources to a wide range of
philosophical questions in at least the four ways that we have discussed, we
also want to make a case for the applicability of x-phi to philosophical proj-
ects in areas that do not immediately seem to be amenable to such contribu-
tions. In doing so, we hope to illustrate the four paths themselves and to un-
derscore just how far — and how deep — philosophy may be able to travel
along them.

25 If one is worried that this is not experimental philosophy in the strictest sense, we
refer the reader to section 1, where we indicated that, for our purposes here, it is not im-
portant to distinguish x-phi from empirical philosophy more generally.

26 Ascribing primitive concepts to non-human animals might make some a tad skittish,
but notice how the philosophical argument here has bottomed out at a question that is
neither a priori nor quite amenable to being well settled by experimental methods. We
cannot rule out that non-human animals possess primitive concepts by fiat just as we can-
not wholeheartedly accept that they do possess such concepts through experimentation.
This is where the fourth route becomes salient: coming to learn these findings about so-
phisticated capacities of non-human animals, and many, many more results like them (see
Horschler, MacLean, Santos 2020 for a recent review, including discussion of the experi-
mental complications in this area) can have a profound effect on a philosopher’s inclina-
tions to accept or withhold an attribution of such concepts to other primates. The skittish
feeling cannot be removed evidentially via counterargument. But it can be treated, as the
cognitive uptake of scientific findings work their way into our broader judgments as indi-
cated by philosophers like Block, Stalnaker, and Williamson.
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What kinds of questions can x-phi help us to resolve? Many philosophical
questions seem to be too esoteric to be useful for the life we live. This is why
the first-order psychological and behavioral facts speak to questions of, for
instance, moral reasoning and even aesthetics. Likewise, empirically in-
formed characterizations of human faculties and capacities are prima facie
relevant to questions about humans as knowers and thinkers. But what about
such seemingly esoteric questions like: what is the nature of truth? While the
average person may want to know whether a statement is true or accurate,
they do not necessarily have a concern for what truth is. Or what is the proper
resolution of semantic paradoxes? These are loci where our cognition has ap-
parently tied itself in a knot — so other than learning that, indeed, the human
mind is capable of auto-entanglement, what is to be learned from studying
such self-gnarled minds? These seem to be areas where human psychology
might be part of the problem, where to succeed in our endeavors we must
transcend our minds and not collapse back inside them. Let us turn to three
problems from philosophical logic that seem beyond the pale: the nature of
truth, the Liar Paradox, and vagueness. In each case we will suggest that x-
phi, understood in terms of the four routes, might support our efforts and
help to distinguish between viable and non-viable approaches.2”

3.1. THE NATURE OF TRUTH

Empirical psychological results on the nature of truth pre-date x-phi as we
have come to know it over the last decade or so. In the mid-1930s, Arne Nass
performed a series of quantitative and qualitative experimental studies on the
non-philosopher’s concept of truth (cf. 1938a, b).28 Naess used open-ended
questions, for instance:

What is to be understood by the expression “something is true”? Define the expression.
(Naess 1938a: 24)

What is the c.c. (common characteristic) of that which is wrong? (Nass 1938a: 23)

Give me an example of something that is true. (Nass 1938a: 23)

27 We would like to note that Jonah Schubach has a wonderful experimental research
program on questions that seem to be equally esoteric. See, e.g., Schubach 2017, 2018.

28 Notably, work that comprised Ness’ middle period, circa 1950-1972, was far more
sophisticated in its experimental design and statistical analyses. We would not like to get
bogged down in the details here; rather, we urge the reader to return to Neess’ work and to
some recent studies in the secondary literature (Chapman 2011, 2018, Ulatowski 2016,
2017, 2018).
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Do you employ the expression “the truth”? (If answered positively:) On which occa-
sions? (Nass 1938a: 26)

An assistant recorded each subject’s response to these questions, and the data
were analyzed. The questionnaire method, though fruitful, did not lead Neess
to a uniform view of the non-philosopher’s notion of truth. Ness writes:

We have gathered more than 1000 examples from non-philosophers and a great many
from philosophic literature, but it is by no means plain how we from this collection
should be able to infer any general statement resembling definitions. (Naess 1938a: 71)

Given the wide variety of ordinary notions of truth he collected using the
questionnaire method, none of them stand alone as the common-sense view.
Even if there is not a singular and uniform notion of truth compatible with all
of the results collected by Neess, his data are interesting at least because he has
begun to get a better sense of the intuitive terrain. Naess approached the project
ecologically, permitting us to better appreciate and understand the topo-
graphical contours of non-philosophers’ intuitions about the concept of truth
(cf. Ulatowski 2017: 63-68).

While responses from the folk do not settle philosophical questions about
the nature of truth, they might help to support or undermine one or another
philosophical proposal. But the less appreciated importance of an ecological
approach can be seen from the effect that Nass’ work had upon the develop-
ment of others, most notably Tarski. Barnard and Ulatowski (2016) argue
that the development of Tarski’s thinking about the adequacy of the formalized
definition of truth was influenced by his awareness of Ness’ results. Barnard
and Ulatowski take notice of how Tarski’s papers on truth, logical conse-
quence, semantic concepts, and definability identify two primary conditions
for successful definitions: formal correctness and material (or intuitive) ade-
quacy. Material adequacy requires that the concept expressed by the formal
definition captures the intuitive content of truth. Tarski’s thinking about
material adequacy and the content of the common-sense, every-day usage of
truth developed over time from 1933 to 1944, between his two most impor-
tant contributions on the concept of truth (Tarski 1933/1983, 1944). In the
“Polemical Remarks” of Tarski (1944), especially §§ 14 and 17, Tarski’s refer-
ences to Neess’ empirical research show that Tarski’s thinking about the ev-
eryday conception of truth went from complete rejection of its relevance to a
definition of truth to a respect for Naess’ work, especially his findings with re-
spect to Tarski’s definition of truth and his research that suggests there is no
single common or everyday concept of truth (Tarski 1944: 374, n. 29). In ef-
fect, Tarski’s thinking about truth was updated to reflect the new empirical
data. This is just one example of the fourth route in action.
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So, where and how does Nass’ ecological approach fit into the fourfold
route? His work does not align philosophy with psychology in the way that we
have outlined in the Identifying route. Asking study participants qualitative
questions about their view of truth is not also a question about human cogni-
tion and behavior. Similarly, Nzass is not necessarily showing how others’
empirical work has failed to appreciate what the non-philosopher’s view of
truth is, even though in the opening pages of his (1938a) there is an indictment
of philosophers who have failed to even consider what non-philosophers
think about truth. So, we can say that his view is not a reflection of either the
Pruning or Sculpting route. He certainly was not able to convince contempo-
raries of the relevance of his empirical work for philosophy (e.g., Moore 1939,
Nagel 1939). By process of elimination, it should then be that Neess’ work is
an example of the Tracking route. This is at least partly true. Nass found di-
rect empirical evidence for corresponding philosophical theories of truth,
such as the correspondence theory and disquotationalism. However, he did
not find that there was one correct theory of truth that was supported by the
population of study participants generally. What then to do with the data be-
came a challenge for Nass and for the Oslo school of empirical semantics.

3.2. THE LIAR PARADOX

The Liar Paradox is an all too familiar problem with hotly contested pos-
sible solutions. Some sentence or set of sentences directly or indirectly as-
serts of itself that it is false. If the sentence that says of itself that it is false is
true, then the sentence is strictly speaking false; but, if the sentence is false,
then if it says of itself that it is false and it is false, then it is true. If L is the liar
sentence: “L is false,” then we might ask whether L is true or false. Perfectly
ordinary reasoning leads us to recognize that L may not be sensu stricto true
or false. So, we might be allowed to imagine that “L is neither true nor false”
(gappy) or “L is both true and false” (glutty). If we treat L as being true or
being false, or as being “glutty,” the result is a contradiction. If we opt for the
“gappy” option, then we appear to concede another logical principle: the Law
of Excluded Middle.

It is safe to say that the liar sentence, L, tends to arouse a sense of puz-
zlement in scholars and students alike, but it is clearly an empirical question
how people actually process such paradoxical cases. This is where it makes
sense to turn to x-phi. As David Ripley pithily noted:

We should expect experiment and logic to fruitfully interact whenever a field of inquiry

involves rigging up a logical system to capture some experimentally-explorable phe-
nomenon: in these cases, logical approaches will help us decide which aspects of the
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phenomenon to experimentally explore, and experimental approaches will help us
choose which logics best capture the phenomenon. (Ripley 2016: 532)

The aim of our earlier paper (Barnard, Ulatowski, Weinberg 2017) on the Liar
Paradox was to employ experimental methods to assess how and why the folk
understand self-referential sentences such as L to fall into one or the other of
the four cases noted above.

In that study, we asked participants to categorize the demonstrative form
of L: “This sentence is false” into one of true; false; neither true nor false;
or both true and false.29 When these responses were analyzed, a clear ma-
jority of respondents chose neither true nor false, both to the demonstra-
tive form of L as well as to an alternate version: “The Sentence in the box is
false.” The neither response was more likely to be found among philosophi-
cally sophisticated respondents, those who indicated a commitment to the
law of noncontradiction, and those whose responses indicated higher levels of
reflective thinking. In particular, high performance on either the Wason Se-
lection Task or the Cognitive Reflection Test correlated with an increased
likelihood of answering neither. Vanishingly few subjects chose true. We
conjectured that the false response was most likely a product of participants’
heuristic reasoning, since the sentence does say of itself that it is false.

We can see at least three of the four routes to philosophical relevance
available from these results. First, it seems to us a good candidate for being of
intrinsic philosophical interest just how the folk do try to handle paradoxes
when confronted with them (the Identifying route). In that paper, we identi-
fied some philosophers positing that the folk notion of truth is simply inco-
herent, in and of itself, for example:

The significance of a paradox is never the paradox itself, but what it is a symptom of.
For a paradox demonstrates that our understanding of some basic concept or cluster of
concepts is crucially flawed, that the concepts break down in limiting cases. And al-
though the limiting cases may strike us as odd or unlikely, or even amusing, the flaw it-
self is a feature of the concepts, not the limiting cases that bring it to the fore. If the
concepts are important ones, this is no laughing matter. ... if our concept of truth is
somehow incoherent, as the paradox suggests, this raises the question of whether the
same incoherence infects the mathematical and scientific discourse that presupposes
the intuitive notion. (Barwise, Etchemendy 1987: 4-5)

This seems to predict that folk responses may simply fall apart in the face of
the paradox, and this contrasts with other philosophers (Maudlin 2008) who
postulate that non-specialists will have coherent ways of responding, and the
challenge to the specialist is to work out the formal details of how such re-

29 Boldface is introduced here to indicate when we are using the term to name one of
the responses on the instrument.
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sponses can be systematized and make larger theoretical sense. Our 2017 pa-
per can thus be situated on the “folk coherence” side of that debate.

Our 2017 arguments also exemplify the Tracking route, where the pattern
of findings gives prima facie evidence towards one side of a philosophical de-
bate. In general terms, these results suggest that in paradoxical cases the folk
and philosophical experts alike are contradiction averse to the extent that
they are willing to set aside the presumption in favor of bivalence. Moreover,
the participants who are more likely to be reliable judges on matters of logic
and truth — the more reflective and the more philosophically trained —
showed a greater tilt in that direction.3° This is not, of course, definitive of
how to properly understand the Liar Paradox, but it suggests that the ordi-
nary appreciation of the paradox is not of a case where a sentence is supposed
to be understood as both true and false, but rather as neither. Therefore, at-
tempts to offer plausible philosophical accounts of the paradox should
probably try to fit this model where truth value gaps are preferred to truth
value gluts.

The fourth, Sculpting route is where philosophers’ intuitions or reasoning
patterns in a target philosophical domain are themselves shaped by learning
about experimental results. One can easily find armchair versions of the
Sculpting strategy regarding the possibility of true contradictions, or at least,
the imaginability of them — namely, in the use of colorful and vivid philo-
sophical fictions, such as Graham Priest’s (1997) “Sylvan’s Box” or Tamar
Gendler’s (2000) “Tower of Goldbach.”s! By engaging with such fictions, the
philosophers who find them at least apparently conceivable may also find
their intuitions regarding true contradictions somewhat “softened up.”

We would suggest that fiction is not the only genre that can work on phi-
losophers’ intuitions that way, but that experimental reports can potentially
do so as well — including, perhaps, in the opposite direction of the fictions.
One of us reported that he had long found the both reply, and with it the re-
jection of the law of noncontradiction, not intuitive, but attractive, especially
upon reading the stories cited above. But the fairly robust folk rejection of such
responses to L has made dialetheist approaches lose some of their shine.32
Antecedently, he would not have thought that his experience of the attrac-

30 See our discussion of “cognitively elite subsets” above (section 2.2).

31 See also Meskin, Weinberg 2012 for a few further such prima facie impossible-but-
imaginable short stories, as well as some speculation regarding the psychological processes
involved in our engagement with such stories.

32 However, it would be very interesting to run a study to put such stories before a pool
of subjects and see if they are more willing to embrace contradictions with all that narrative
scaffolding.
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tiveness of different options would have depended in any way on the folk’s
responses. Yet the experience of learning the results, perhaps cumulative
upon the experience of participating in designing and running the study, ap-
parently impacted his cognition along the lines of the fourth route. It is not
that he took the folk responses as evidence against dialetheism; rather, they
seemed to have prompted an episode of self-sceptical reconsideration. We do
not wish to make too much of this anecdote, which is after all a lone bio-
graphical episode. Our point is just to observe it as a possible instance of the
fourth route in action, so as to illustrate what such a route might look like in
the context of philosophical logic.

3.3. VAGUENESS AND THE SORITES PARADOX

Vagueness is another phenomenon that has been subject to philosophical,
psychological, and logical analysis. At some level, it is similar to the Liar
Paradox; the ordinary application of vague categorization generates its own
family of “sorites” paradoxes. Vagueness as a general phenomenon is en-
countered in a wide range of situations — for example, the demarcation of
physical boundaries (as with a coastline, the edge of a cloud, or where a valley
ends and a mountain begins) and familiar (“tall,” “bald,” etc.) and abstract
(“is a small number”) cases of classification. Vagueness as a target of philo-
sophical interest, since at least Bertrand Russell (1923), has been understood
to turn on the problem of “borderline cases,” which are situations where the
application of a vague term or vague predicate and its opposite or comple-
ment both seem to be permissible given the relevant norms governing the use
of the term or predicate. “Tall” is a commonly noted vague term in this sense.
So, if a given man is neither determinately tall nor determinately short but
falls in between, then such a man may be a borderline case of tall. So, it ap-
pears permissible to say of the man that he is tall and that he is not-tall.

A number of recent studies have tried to assess how folk respond to bor-
derline cases. Nicolao Bonini, Daniel Osherson, Riccardo Viale, and Timothy
Williamson (1999) performed a series of experiments that aimed to charac-
terize the “unstable” character of vague terms by asking respondents to com-
plete prompts such as:

It is true [false] to say that a man is tall [not tall] if his height is
greater than [less than] or equal to cm.

The pattern of responses showed that the mean highest value for, say, “not tall”
and the mean lowest value for “tall” were significantly different and non-over-
lapping. The study, thus, confirmed their hypothesis that the vagueness or



THE FOURFOLD ROUTE TO EMPIRICAL ENLIGHTENMENT 101

unstable character of these vague concepts resulted from a kind of ignorance
about where the real boundary between them is, which is consistent with an
“epistemicist” position defended by one of the authors (Williamson 1994).

Following on from the study of Bonini et al. (1999), Sam Alxatib and
Francis J. Pelletier (2011) performed a study where participants were shown
an image of a police line-up with five numbered male figures of varying
heights. For each figure, participants were asked whether the following four
claims: “#x is tall,” “#x is not tall,” “#x is tall and not tall,” and “#x is neither
tall nor not tall,” were “True,” “False,” or “Can’t tell.” This approach yielded
responses that reproduced the indeterminacy about the borderline case, but
the results were compatible with a gappy (“neither tall nor not tall” was true)
and glutty (“tall and not tall” was true) interpretation, but there was a slight
preference for gappy response. This difference was attributed to a pragmatic
preference to deny a proposition directly rather than assert its negation.
Finally, the hypothesis that vagueness is ignorance is rejected, because if
epistemicism was true, then one would expect high levels of “Can’t tell”
responses in the borderline cases. This was not the case.

David Ripley (2011) reframes the problem as being squarely about what
he calls “borderline contradictions,” cases that might be either “gappy” or
“glutty.” He reports results of an experiment that was, in part, an attempt to
control for the contextual variability appealed to in (Bonini et al. 1999) and in
(Alxatib, Pelletier 2011). Ripley presented all participants with a visual
prompt presenting a square and a circle with a decreasing distance between
them, ordered from a maximum distance to a minimum distance, and asked
to express agreement or disagreement with a prompt sentence for each case.
Ripley found that responses that expressed stronger agreement with each of
the borderline contradiction statements were most common where the circle
and square were neither farthest apart nor closest together. Ripley takes this
to be evidence that while the borderline phenomena are reproducible, the re-
sults are compatible with both contextual semantics using a classical logic
and dialetheist semantics using a paraconsistent logic.

Paul Egré and Jérémy Zehr (2018) performed a series of studies where
participants were presented with a description that was an example of a bor-
derline case within a specified context. For example:

A survey on wealth has been conducted in your country. In the
population there are people with a very high degree of wealth
and people with a very low degree of wealth. Then there are peo-
ple who lie in the middle between these two areas.
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Imagine that Sam is one of the people in the middle range.
Comparing Sam to other people in the population, is it true to
say the following?

Participants were then invited to reply “Yes” or “No” to a set of sentences of
the following sort:

Sam is neither rich nor not rich.

Sam is rich and not rich.

Sam is richer than at least one other person.
Sam is richer than everyone else.

The prompts were paired with a variant that used an antonym (e.g., “poor”
for “not rich”), and the terms used were graded as being human related (rich,
old, heavy, tall) or object related (fast, large, loud, wide).

Egré and Zehr claim to have confirmed both gappy and glutty borderline
contradictions are employed by “native speakers” to describe borderline cases.
They further report that for “gradable” adjectives, gappy contradictions were
preferred to glutty contradictions.

While such descriptive findings provide fodder for various explanatory
theories, they can also serve to inform examinations of the contours and scope
of folk concepts. In the present case, the convergence in the empirical results
suggests that there is a strong tendency among the folk to judge borderline
cases of vagueness to be neither true nor false.

What we learn from such studies is not the mere fact of the variability of
individual responses, nor the variability of various groupings, though these may
be of philosophical interest by themselves (of an Identifying sort). Rather,
such studies provide evidence for a convergence of sorts upon how categori-
zation judgments work in philosophically salient cases, and whether these
tendencies interact with familiar principles of rationality.

In the case of vagueness, we discover that the sorites emerges from ordi-
nary categorization judgments employing a vague concept. If this very cate-
gorization act is not ruled out, then what we discover is that there is evidence
against the view that our concepts may be precise or imprecise. This provides
impetus for further philosophical speculation about the metaphysical import
of vague or imprecise concepts — for instance, even if there is a property of
being a square, is there a property of being roughly hexagonal?

With respect to the Identifying route, there is little doubt that it matters
that the empirical results show that borderline cases are intrinsic to our un-
derstanding of vagueness, both psychologically and philosophically. The con-
vergence of empirical results in support of the “gappy” rather than “glutty”
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understanding of borderline cases can be used to support either a super-
valuationist or epistemicist philosophical account of vagueness. Here, the
bridge from psychological finding to philosophical evidence follows the Tracking
route. Likewise, the same evidence might cause difficulty for defenders of
approaches to vagueness rooted in non-classical logics — for instance,
dialetheism. Such is the route of Pruning. It is also possible that the empirical
evidence might be employed to revise our conception of what a vague concept
is like. Perhaps, we might have understood borderline cases as tolerant
(easily allowing a person to be both tall and not tall), whereas the findings
support a picture of vague concepts as restrictive and where the last tall
person in a series need not stand beside the first non-tall person. If so, then
the revision of our thinking will help to reshape our thinking about categori-
zation generally and might even release us from the intellectual labyrinth of
the sorites paradox.

CONCLUSION:
FROM PSYCHOLOGICAL FINDINGS TO PHILOSOPHICAL RESULTS

We take ourselves to have accomplished two main objectives here. First,
to complement the traditional distinction between the positive and negative
program, we have proposed a taxonomy for x-phi of routes that track infer-
ence and influence patterns, starting from psychological findings and arriving
at philosophical results. The Identifying route holds that some psychological
findings should be recognized as already of philosophical significance; the
Tracking route holds that some psychological findings have prima facie evi-
dential ramifications for philosophical questions; the Pruning route holds
that some findings do not serve directly as evidence but do influence the total
philosophical evidence set by defeating other pieces of first-order evidence;
and the Sculpting route holds that learning facts about human psychology
can have its own further consequences for human psychology itself and come
to reshape or mold the judgments and inclinations that will get brought to
bear in philosophical inquiry.

We are not committed to the success of any particular version of those
routes, as applied to some particular body of findings and philosophical de-
bate; rather, we present them instead as general inferential strategies that are
at least apparently plausible and cogent, to display the wide and diverse
range of options x-phi practitioners have in order to (with one last shift of
metaphor) turn their empirical harvest into good philosophical bread. In-
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deed, it is not just the experimentalists themselves who can make use of the
items in this taxonomy.

We have furthermore illustrated the potential long reach of these routes
by considering several distinct applications within philosophical logic, which
might have antecedently been thought to be inhospitable terrain to the de-
ployment of x-phi. To conclude on a conjectural note, let us suggest that the
fourfold route can also be helpful in understanding a different kind of empiri-
cal fact: the development of x-phi itself.

Even if, in the past, there was much more continuity between philosophy
and psychology, one might reasonably have thought that that had been
brought to an end culminating in the mid-century fission of academic De-
partments of Philosophy and Psychology into two separate departments with
distinct methods and research questions. That x-phi can be both experimen-
tal and philosophical is a metaphilosophically significant result, demonstrat-
ing that separation of departments does not entail that philosophy and psy-
chology are best understood as sequestered and unrelated forms of inquiry.
Even if institutionally disjoint,33 methodologically their intersection is splen-
didly non-null.

This flourishing of x-phi over the last two decades, and the impact it has
had on a range of traditional literatures, also serves as evidence in metaphi-
losophical debates about the nature of philosophical inquiry. Williamson
poses the following question: “If mathematics is an armchair science, why not
philosophy too?” (2007: 4) and seems in context to be expecting something of
an “Indeed, why not?” to be elicited in the reader. Yet, we would like to echo
the sentiments of Laurie Paul when she was attempting to show how x-phi
could be a deep resource for analytic metaphysics:

First, there was a general methodological point about theorizing. I argued that phi-
losophy is increasingly concerned with making and defending claims about the world
rather than claims about concepts, and that philosophical theories in this vein can be
understood as classes of models that purport to describe and represent the world. Second,
there was a more specific point about the role of experimental work with respect to this
sort of philosophical theorizing. Here, I argued that ordinary judgments are used to
build and evaluate the models of philosophical theories of the world, and such judg-
ments must be appropriately generated if we can use the models to infer conclusions
about the world. The need for a determination of whether and how ordinary judgments
are appropriately generated provides a new role for empirical work in contemporary
philosophy. (Paul 2010: 475)

33 Notwithstanding the robust flourishing of interdisciplinary cognitive science centers,
which frequently feature contributions from philosophy departments.
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To the extent that even traditionally-minded philosophers must now often
reckon with x-phi results — even in such domains as metaphysics and philo-
sophical logic — seems to indicate that the answer to Williamson’s question
may in fact be more complicated than its rhetorical presentation would have
suggested.

At the same time, many philosophers (perhaps including Williamson)
have been happy to trust their armchair sense of what sort of thing philoso-
phy is and how it ought to operate. One lesson from the flourishing of x-phi —
and how unexpected it was at the time — is that such armchair metaphi-
losophical judgments should be taken now with much greater caution. Thus
does x-phi offer the means to pursue a metaphilosophical inference along the
third route.

Finally, we hold out hope that more philosophers do not treat x-phi
merely as some sort of alien assault upon our special, plush-seated aerie, but
rather as an ally who has come to the party bearing an abundance of varied
conceptual and evidential resources. As this happens, and more and more of
the community starts to absorb the findings and, furthermore, to gain com-
fort with the methods, then a version of the fourth route will apply here as
well. That is, even beyond the arguments and evidence, the phenomena of x-
phi itself may yield a subterranean and beneficial impact on our collective
conception of what philosophy is and can be. Experimental philosophy’s
childhood was a bit rough, often scrapping with the bigger kids on the aca-
demic playground; changing metaphilosophical attitudes may bring it a more
irenic adolescence.
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